We discuss work aimed at building functional models of the whole brain implemented in large-scale simulations of millions of individual neurons. Recent developments in this area demonstrate that such models can explain a variety of behavioral, neurophysiological, and neuroanatomical data. We argue that these models hold the potential to expand our understanding of the brain by connecting these levels of analysis in new and informative ways. However, current modeling efforts fall short of the target of whole-brain modeling. Consequently, we discuss different avenues of research that continue to progress toward that distant, but achievable, goal.

Large-scale neural models are an exciting new tool with which to study and understand the brain. By large-scale neural model, we mean models with more than 1 million action potential-generating (ie, spiking) neurons. In the past 2 decades, simulation of biophysically based models has become possible at this scale, although this number of cells still pales in comparison with the human cortex. The ultimate purpose of these models is to understand how single-neuron activity relates to high-level brain function and behavior. Unfortunately, most current models of this kind provide no link to observable animal or human behavior.1-3

However, late last year Eliasmith et al4 proposed a mechanistic functional model of the brain that uses 2.5 million spiking neurons and performs 8 different tasks. Mechanistic means that the model realizes neural circuits that perform specific information-processing operations. These models are in contrast to statistical models that match input and output data without seeking to explain how the transformation from input to output occurs in neurons. Functional means that the mechanisms specified recreate some of the interesting abilities of the brain, such as the ability to see, to act, to reason, and to remember. These models currently fall short of the power and scale of the human brain (Figure 1). However, functional mechanistic models have the potential to significantly advance our understanding of the brain because they can be used to test hypotheses about the organization of biological circuits, to mimic and analyze the effects of brain disorders or treatments, and to provide causal explanations linking neural and behavioral data.

In this report, we review recent work that seeks to expand functional mechanical modeling to encompass the whole brain. We then discuss possible future directions for this field, highlighting the limitations of existing work and the potential to improve, expand, and make use of these kinds of models in the continuing effort to understand the brain.

Spaun

We refer to the large-scale neural model we have recently developed as Spaun (Semantic Pointer Architecture Unified Network). It is an example of a model implementing the more general Semantic Pointer Architecture.5 Spaun consists of 2.5 million leaky integrate-and-fire model neurons, each of which is simulated concurrently on a supercomputer. The physiological and tuning properties of the cells are statistically matched to the various anatomical areas included in the model. About 20 anatomical areas are accounted for (of the approximately 1000 typically identified6), organized, and connected to reflect the brain’s known anatomy (Figure 2). Four types of neurotransmitters are included in the model (γ-aminobutyric acid, α-amino-3-hydroxy-5-methylisoxazole-4-propionic acid, N-methyl-D-aspartate, and dopamine), and their known time constants and synaptic effects are simulated. This degree of biological detail is comparable to that of other large-scale models,2 although some other work has included more detailed models of single cells.1

Spaun’s functional abilities make it unique among large-scale neural models. Spaun receives input from the environment through...
itssingleeye, which is shown images of handwritten or typed digits and letters, and manipulates the environment by moving a physically modeled arm, which has mass, length, inertia, and so on. Spaun uses these natural interfaces in combination with internal cognitive processes to perceive visual input, remember information, reason using that information, and generate motor output (writing out numbers or letters). Spaun uses these abilities to perform 8 different tasks, ranging from perceptual-motor tasks (recreating the appearance of a perceived digit) to reinforcement learning (in a gambling task) to language-like inductive reasoning (completing abstract patterns in observed sequences of digits). These tasks can be performed in any order, they are all executed by the same model, and no changes are made to the model between tasks. We will not discuss the 8 tasks here; we recommend watching the videos at http://nengo.ca/build-a-brain/spaunvideos for more detailed demonstrations of performance.

Our purpose in building such models is to understand brain function. As a result, we must demonstrate that such models are working in a brainlike manner. In the case of Spaun, we have compared the performance of the model to human and animal data in several ways. The model aligns with natural brain function along many metrics; for example, the model and the brain share (1) dynamics of firing rate changes in the striatum during the gambling task, (2) error rates as a function of position when reporting digits in a memorized list, (3) coefficient of variation of interspike intervals, (4) reaction time mean and variance as a function of sequence length in a counting task, (5) accuracy rates of recognizing unfamiliar handwritten digits, and (6) success rates when solving induction tasks similar to those found on the Raven’s Progressive Matrices® (a standard test of human intelligence), among other measures. These comparisons, demonstrating the range and quality of matches between the model and real neural systems, make it plausible to suggest that Spaun is capturing some central aspects of neural organization and function.

One of the key benefits of this type of model is that it provides a comprehensive description of processes ranging from high-level behavior down to the level of single neurons. For example, at the highest level of the serial recall task, the model specifies a given input-output mapping (given a list of digits, the list is output in the same order). However, we are not limited to examining the model at that...
Spaun’s experimental environment. The internal processing of the model is shown in the thought bubbles as the spiking activity of a component overlaid with the information represented by those spikes. The brain surface itself shows spatially arranged firing rates. A, Spaun observes and processes inputs. B, Spaun moves its arm to draw a response. C, The neural spiking activity of various components of the model (detailed in Figure 2). In this particular trial, Spaun makes a mistake, forgetting the digit in the middle of the list (just as human subjects often do). The spiking activity in the dorsolateral prefrontal cortex (DLPFC) and the corresponding decoded information reveal the cause of this mistake, showing the representation of the 8 position decaying. Other abbreviations are defined in Figure 2.

abstract level by, for example, noting its match to human error rates. We can look within the model to see how the functional components work together and process information to perform the necessary computations (Figure 3A and B). We can further map those functional components onto neuroanatomical ones (Figure 2B). In addition, we can examine the details of those components be-
cause they are implemented by specific neural circuits, allowing us to characterize the flow and processing of information at the level of neural ensembles. Furthermore, within any of those ensembles, we can record and analyze, for example, the dendritic inputs, the membrane voltage, or the spiking behavior of single neurons (Figure 3C). This process allows us to demonstrate the model’s match to electrophysiological data, such as the frequency spectrum shifts of single-neuron spike responses in monkeys performing a similar working memory task.

This fully mechanistic explanation allows the model to address interesting questions about the connections within and between these levels of analysis. For example, how do druglike perturbations to postsynaptic current dynamics affect the model’s ability to remember lists of digits? How does information encoding impairment (eg, damage to the anterior inferotemporal cortex) affect the model’s ability to reproduce an observed digit? We are still at the early stages of exploring such questions, and many more questions remain to be asked. We have made Spaun publicly available so that other researchers may ask their own questions and test the model as they see fit (http://models.engo.ca/spaun).

Limitations
Spaun represents only a very early step toward the goal of building brain-scale functional models. Although it is large scale by today’s standards, at 2.5 million neurons Spaun is about 4 orders of magnitude smaller than the brain. This difference is illustrated in Figure 1, which shows the relative scale of Spaun compared with the surface area of the human brain, making the modest size of the cortex included in the model readily apparent. Furthermore, some aspects of neural function are entirely unaccounted for, such as the role of glial cells and neuromodulatory regulation. One of the main reasons for these limitations is the computational resources needed to simulate such a model; at present, 2.5 hours of simulation time are needed to simulate 1 second of Spaun’s behavior, placing practical restrictions on the addition of more complexity.

Given the limited biological scale, we should not be surprised that the functional capacity of the model also falls well short of that of the brain. Performing 8 tasks in a single model is unique for computational modeling of this sort but does not begin to approach the behavioral repertoire of simple animals, not to mention humans. In addition, the 8 tasks of Spaun are all prespecified; the model cannot be instructed to perform a new task, nor can it learn one on its own.

Future Work
Large-scale mechanistic neural models present many exciting possibilities for understanding the brain. A model such as Spaun allows us to take an interventionist approach to characterizing neural function, manipulating or interfering with different aspects of the model and examining the result. For example, we are currently exploring the effects of aging, examining how neurophysiological changes associated with age (eg, neuron loss or connectivity decreases) affect behavioral performance when we recreate them in the model. The detailed neuroanatomical mapping (Figure 2) also allows us to explore the functional impact of creating lesions in specific brain regions, mimicking the effects of strokes or other brain damage. These explorations are not limited to negative effects; for example, we can increase the working memory capacity of the model and examine how that affects performance across the 8 tasks. These questions are not new, but by performing these investigations using a mechanistic model, we can more easily draw causal—rather than correlational—conclusions because we are directly manipulating the variable of interest (which is often not possible in a real brain). In addition, such models allow for the investigation of systemic interactions across many levels of intervention (eg, direct brain stimulation, drug-based therapies, or behavioral interventions).

Given the limited behavioral repertoire of current models, we expect much future work to be directed at expanding such models’ functional capabilities. For example, we are interested in improving their behavioral flexibility, that is, giving models the ability to dynamically operate in new ways rather than having tasks prespecified. Our research in this area is evolving in 2 related directions. The first direction gives models the ability to follow task instructions. The model is given a description of a task (eg, add together the next 2 numbers you see, then subtract the third) and then performs that task. The second direction allows models to learn new tasks based on reward. In this case, the model is not given instructions on how to complete the task, only feedback on whether it performed the task correctly or incorrectly. The model uses that information to gradually learn to perform the new task successfully. These capabilities will allow models to develop larger and more fluid behavioral repertoires, helping to capture these sophisticated aspects of human behavior.

As mentioned above, one of the limitations on existing models is simulation speed. This limitation restricts the development of larger, more complex models and prevents Spaun from interacting in real time with its environment. These constraints have driven our interest in neuromorphic hardware—custom computing hardware designed to simulate millions or billions of neurons in real time. We are collaborating with other research groups9,10 to combine ideas from theoretical neuroscience with the power of neuromorphic hardware.

In summary, our recent Spaun model, while making significant advances in connecting our understanding of basic biological components to sophisticated behavior, is just a first step. Spaun provides tantalizing hints of the utility of large-scale mechanistic models for neuroscience, psychology, and artificial intelligence. In the coming years, we expect to see the potential of these models become more widely exploited, enhancing and expanding our basic understanding of the brain and helping in the diagnosis and treatment of a wide variety of brain disorders.
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